


Appendix F
Liftings

Let (X,o7, 1) be a measure space. Throughout this appendix we will assume that
the measure u is finite but not the zero measure (see Exercise 2). Recall that
ZL=(X, o/, u,R) is the vector space of all bounded real-valued 7-measurable
functions on X and that L (X, </, i, R) is the vector space of equivalence classes
of functions in £~ (X, 7,1, R), where two functions are considered equivalent
if they are equal p-almost everywhere.! For simplicity, we will generally write
L2(X, 4, 1), instead of £=(X, o7, u,R). We will occasionally use the norm || - ||e
on.#=(X, 4, ) defined by

[1fllee = sup{|f (x)| : x € X}.

Note that for this version of the norm || - || a function f satisfies || f||. = 0 only if
f vanishes everywhere on X; it is not enough for it to vanish almost everywhere.

It is natural to ask whether a function in £~ (X, o/, 11) can be chosen from
each equivalence class in L”(X,,1t) in such a way the choice is linear and
multiplicative. Since notation involving functions is simpler than notation involving
equivalence classes, one generally deals with functions and makes the following def-
initions. A lifting of £~(X, </, 1) is a function p: .L*(X, o/, u) - L= (X, o, 1)
such that for all f, g in £ (X,.<, ) and all real numbers a and b we have

!In the present context (i.e., in cases where the measure y is finite), it is the same to say that two
functions agree almost everywhere as to say that they agree locally almost everywhere. Thus, for
our current discussion the definition of £~ (X, <7, i, R) given here is consistent with the one in
Chap. 4. We will use the current definition since it makes the exposition that follows simpler. If we
were looking at liftings on very large measure spaces, we would speak of locally null sets and of
equality locally almost everywhere; see [65].
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(a) if f = g almost everywhere, then? p(f) = p(g),
(b) p(f) = f almost everywhere,

(©) plaf+bg)=ap(f)+bp(g).

) p(f8)=p(f)p(g). and

e p(l)=1

Conditions (a) and (b) say that p can be interpreted as providing a choice of a
function in £~ (X, <, 1) from each equivalence class in L*(X,.o7, ).

The main theorem of this appendix (Theorem E.5, the lifting theorem) says that
liftings of £ (X, o7, 1) exist, if the measure p is complete.

If f is a nonnegative function in .Z~(X, o ), then \/f also belongs to

L=(X, o, 1), and so p(f) = p(V/F)p(V/F). It follows that
(f) if £ > 0, then p(f) > 0.

A function p: (X, o, u) — L=(X, 4/, 1) is called a linear lifting if it satisfies
conditions (a), (b), (c), (e), and (f). We will encounter linear liftings while
constructing liftings.

Recall that £~ is the vector space of all bounded sequences of real numbers, with
norm given by |[{x,}||~ = sup, |xx|. Let ¢ be the subspace of £ consisting of the
sequences {x,} for which lim, x,, exists; give ¢ the norm it inherits from ¢*.

F.1. (Lemma) There is a linear functional A : ¢ — R such that

(@) A({x,}) =1lim, x, for all {x,} inc,

() |A({xn D] < |[{xn} || for all {xn} in €=, and

(c) A({xn}) is positive, in the sense that A({x,}) > 0 whenever {x,} is a sequence
in 0~ whose terms are nonnegative.

In other words, if L is the linear functional defined on the subspace ¢ of £~ by
L({x,}) = lim, x,, then L can be extended to a linear functional on all of ¢* that has
norm 1 and is positive.

Proof. As in the previous paragraph, define a linear functional L on ¢ by
L({xn}) = lim, x,. Then L satisfies |L({x,})| < ||[{xn}||- for all {x,} in ¢, and so
the Hahn—Banach theorem (Theorem E.7 in Appendix E) gives a linear functional
A on £~ that satisfies conditions (a) and (b). If {x,} is a sequence in £~ whose terms
are nonnegative, and if s = sup,, x,,, then

[A{xn}) = /2] = [A({xn = s/2D)] < [{xn = 5/2} | = 5/2,

from which it follows that A ({x,,}) > 0. O

2Note that when we say that two functions are equal, but don’t give a qualification with the words
“almost everywhere,” then we are saying that the functions are identical. For example, condition
(a) says that if f(x) = g(x) for almost every x, then p(f)(x) = p(g)(x) for every x.
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(d) Define an operator p on Z([0,1],47,A,R) by p(f)(t) = ¢ (f). Show that
for each f the function p(f) is bounded and measurable, and moreover that
p is a lifting of £*([0,1], 7,4, R).

Notes

The existence of liftings was first proved by von Neumann [119] and by Maharam
[87]. In the 1960s A. and C. Ionescu Tulcea were very active in studying liftings;
see [64,65]. The paper by Strauss et al. [115] surveys much more recent work.
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(@) 0(UgHBy) =UgPBq, and
(b) Z=(X,0(UqBa),1h) =UgZL7(X, B, IL).

6. In this exercise we look at a proof of the existence of liftings in the particular case
of Z>([0,1],47,A), where 7 is the o-algebra of Lebesgue measurable subsets
of [0,1]. The proof outlined here has the advantage that it is simpler than the one
given above and relates liftings to differentiation theory. However, it depends on
a basic but nontrivial result about Banach algebras that is quoted below but not
proved, and it only gives liftings in the case of certain measure spaces.

Let A be a commutative Banach algebra (see Sect. 9.4). We assume that A has

a multiplicative identity element 1 that satisfies ||1|| = 1. Recall that an ideal in
A is a subset I of A that is a vector subspace of A, is a proper subset of A, and
is such that xy € I whenever x € A and y € I. A maximal ideal is an ideal that is
included in no larger ideal. We will be looking at Banach algebras over the field
C, because complex-variable techniques are used in the proof of the result we
quote below. We will assume that the Banach algebras that we consider have an
involution x — x* that satisfies

(i) (x+y)" =x"+y",

(i) (xy)" =x"y",
(iii) (ox)* = ox* (where o is the complex conjugate of ), and
(iv) x* =x
forall x and y in A and all o in C. In the case where A = .£*([0,1], 47, 4,C), the

operator that takes a function f to the complex conjugate of f is an involution (in
fact, it is the only involution we will need to consider).

The result we need to quote says that if A is a Banach algebra over C that has
an involution, and if M is a maximal ideal in A, then there is a linear functional
¢ on A such that

0 [lof <1,
(i) ¢(xy) = @(x)¢(y) holds for all x, y in A,
(i) ¢(1) =1,
(iv) ¢(x*) = ¢(x) holds for all x in A, and
V) M={xeA:¢(x)=0}.
(see Simmons [109, Chapters 12 and 13], Hewitt and Ross [58, Appendix C], or
Lax [82, Chapters 18 and 19]).

(a) Let A be the Banach algebra .#> ([0, 1],27,A,C). For each ¢ in [0, 1] let I; be
the subset of A consisting of those functions f such that F’(¢) exists and is
equal to 0, where F is the function defined by F(u) = [ |f(s)|ds (note the
absolute value signs around f(s)). Show that /; is an ideal in A.

(b) Show that for each ¢ there is a maximal ideal M, in A that includes /;. (Hint:
Use Zorn’s lemma.)

(c) Suppose that for each ¢ we apply the result quoted above to the maximal
ideal M;, thereby producing a family of function {¢,},. Show that if f is a
real-valued function in .2 ([0,1], %7, A, C), then for each t the value ¢ (f) is
a real number.



F Liftings 407

Let C be a convex subset of a vector space E. An extreme point of C is a point x
in C that cannot be written as a convex combination of points of C different from x.
In other words, we are requiring that if x =7y + (1 — )z, where y and z belong to C
and 0 <t < 1, then y = z = x. More generally, an extremal subset of C is a nonempty
subset Cy of C such that if x € Cy and x =ty + (1 — )z, where y and z belong to C
and 0 <t < 1, then y and z belong to Cy. Thus a point x in C is an extreme point of
C if and only if {x} is an extremal subset of C.

As examples let us consider some subsets of R?. If C is the disk defined by

Cr = {(x1,x) €R*: x]+x3 < 1},

then C; has infinitely many extreme points, namely the points on the circle that
forms the boundary of Cj. On the other hand, if C; is the square defined by

G ={(x1,x) eR?: =1 <x;<land —1<x; <1},

then C, has only four extreme points, namely its corner points (1,1), (1,—1),
(—1,1), and (—1,—1). The remaining boundary points of C; are not extreme points.
The four line segments that make up the boundary of C, (that is, the line segments
that join adjacent corners of () are extremal subsets of C;, as is the set that consists
of all the boundary points of C,. Finally, the open disk C; defined by

Gy = {(x1,%) €R*: x} +x3 < 1}

is convex, but it has no extreme points.

We will need to know that certain sets have extreme points. If we assumed a
substantial amount of functional analysis in the reader’s background, we would
simply appeal to the Krein—-Milman theorem, which says that if K is a nonempty
compact convex subset of a locally convex Hausdorff topological vector space, then
K has extreme points and is in fact the smallest closed convex set that contains all
the extreme points of K. However, all we need is given by the following lemma,
which we can prove without too much work.

F.2. (Lemma) Let S be a nonempty set and let E be the product space RS,
considered as a vector space and as a topological space with the product topology.
Then each nonempty compact convex subset of E has at least one extreme point.

Proof. Let K be a nonempty compact convex subset of RS, and let & be the
collection of all nonempty closed extremal subsets of K. Then & contains K, and
so is nonempty. Let us view & as a partially ordered set, with E; < Ej holding if
E; C E;. (Be careful: sets that are larger with respect to the partial order < are
smaller with respect to set inclusion.) We will use Zorn’s lemma (see A.13) to get
an element of & that is maximal with respect to < and hence minimal with respect
to C. So suppose that € is a chain of elements of &. The intersection of any finite
subcollection of ¥ belongs to € (it is a member of the subcollection), and so is
nonempty. This, together with the compactness of K, implies that the intersection
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of all the members of € is nonempty (and, of course, closed). Furthermore, since
each element of € is extremal, so is the intersection of the elements of €. Thus ¥,
which was an arbitrary chain in &, has an upper bound in &. So we can apply Zorn’s
lemma, which gives a maximal element of &, say E.

The maximality of Ey says that Ey has no subsets that belong to &. What if Ej
contains more than one point? Each point in Ey is a member of the product space
RS and so is a function from S to R. If there are two members of Ep, say e and ey,
then there must be a point s in S such that e (s) # ex(s). Let m = inf{e(s) : e € Ep}.
Then, since Ej is compact and the function e — e(s) is continuous, the set

{e € Ey: e(s) =m}

is a proper subset of Ej that is nonempty, closed, and extremal. This contradicts the
maximality of Ej, and we conclude that E can contain only one element, say e.
It follows that ¢ is an extreme point of K. a

The following two lemmas contain most of the technical details needed to prove
the existence of liftings.

F.3. (Lemma) Suppose that (X, 1) is a probability’ space, o is a sub-o-
algebra of o, and p is a lifting of £~ (X, %y, ). If Ey is a member of <f that does
not belong to <, then p can be extended to a lifting of £=(X,0(opU{Ey}), 1)

Note the abuse of notation in the statement of Lemma F.3: u first represents a
measure on <7, then the restriction of that measure to the sub-c-algebra 2%, and
finally the restriction of it to o (% U{Ep}).

Proof. Recall that (2% U{E}) consists of the sets of the form (ANEp) U (BNEY),
where A and B belong to o (see part (a) of Exercise 1.5.12), and that a function
f: X > Ris o(ehU{Ep})-measurable if and only if there are .of-measurable
real-valued functions fy and f; such that f = fyxg, + fi XES (see Exercise 2.1.9).
It follows that the functions in £~ (X, (a% U {Ey}), 1) are those that have the
form foxe, + fiXEg for some fo, fi in L7 (X, A, u).

Suppose that p; is a lifting of £ (X,0(aHU{Ep}),u) that is an extension of
p. Then there is a set £} in 0(2% U{Ep}) such that p; (x&,) = xE, (see Exercise 3),
and for each function of the form foxe, + fiXxeg, where fo and f; belong to
L2(X, %, 1), we have

pi(foxe, + fixes) = p1(fo)p1(xe,) + P1(f1)p1 (XEg)
= p(fo)xe, +p () xes-

3What we really want is for 4 to be a finite measure such that 1 (X) # 0. It’s easier, however, to say
that we assume (i to be a probability measure, and if we prove our results for probability measures,
we will also have proved them for all nonzero finite measures.
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measurable. It is easy to check that L is a linear lifting that extends each lifting p,.
Now use Lemma F.4 to get a lifting p.. that satisfies

X(Lou)=11 < Po(XA) < X{L(xa)>0} ©)

for every A in B... If A € %, then, since L is an extension of p, and since 0 and
1 are the only possible values for the function p,()4), we have {L(ya) = 1} =
{L()a) > 0}. It now follows from (9) that pe.(¥a) = L()xa) = pn(X4), and s0 P
is an extension of p, (to check this, approximate functions in .2 (X, B.., i) with
simple functions—see the proof of Lemma F.4). Thus we have an upper bound
(P, p=) for the chain E.

Finally, we need to produce an upper bound for the chain % in the case where
% has no cofinal sequences. Suppose that € is the family {(%y,pua)}a, Where o
ranges over some index set. Then Uy %, is a 0-algebra and £~ (X,Uq PBq, L) =
Ua-Z=(X,PBa, 1) (see Exercise 5). We can define a lifting p on £ (X,UqPBq, U)
by letting p(f) be pa(f), where o is an index such that f € .£*(X, By, 1) (the
index o depends, of course, on f). With this we have an upper bound for the chain
% , and the proof is complete. a

Exercises

1. Let X = {1,2,3}, let &7 be the set of all subsets of X, and let i be the measure
on (X,</) defined by u = 18 + 36,.
(a) Find a lifting of £~ (X, <7, ).
(b) Find all liftings of £~ (X, o/, ).

2. Suppose that (X, 7, 1) is a measure space such that X is nonempty but pt(X) =0.
Show that there are no liftings of £~ (X,.o/, ).

3. Suppose that p is a lifting of .Z>(X,.«7, ). Show that if E € </, then there is a
set E’ in o/ such that p(yg) = g and W(EAE') = 0.

4. Let (X, <, 1) be a measure space. A function p’: & — & is a lifting of < if

(i) p’(A) = p’(B) whenever (A AB) =0,
(i) u(AAp'(A)) =0forall Ain o,
(iii) p'(@) =2 and p'(X) =X,
(iv) p'(AUB) =p’(A)Up’(B) for all A and B in &7, and
(v) p'(ANB)=p’(A)Np’(B) forall A and B in /.

Suppose that for each lifting p of £ (X, <7, ) we define a function p’ : &7 — o7
by Xp/(a) = P(Xa). Show that p — p’ is a bijection of the set of all liftings of
L (X, 4, 1) onto the set of all liftings of 7.

5. Let (X, 47, 1) be a measure space and let {%,} be a linearly ordered family
of sub-c-algebras of 7. Suppose that for each countable subfamily { %, }, of
{PBo}o there is an element B, of { Ay o such that B, C B, holds for every
n. Show that
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Li_(xa) belong to [0,1]). Likewise, if Lo()a)(x) = 0, then L;()a)(x) = 0 and
$0 Li+(xa)(x) = Li—(xa)(x) = 0. It follows that L, and L;_ satisfy (7) and so
correspond to elements of C. However, L; corresponds to an extreme point of C and
satisfies L; = %LH + %Ll,, and so we have L; = L1 = L;_. But this implies that
Li(fg)—Li(f)Li(g) =0, and the multiplicativity of L; follows. Thus L, is a lifting
that satisfies (5), and the proof is complete. O

F.5. (Theorem) If (X, <, ) is a complete probability space, then there is a lifting
of £=(X, o, ).

Proof. Let 7 be the collection of all pairs (4, p), where Z is a sub-c-algebra of
&/ that contains all the y-null sets in &/ and where p is a lifting of £ (X, %, ).
(Of course, by £ (X, %, 1) we really mean £~(X, %, ly), where Ly is the
restriction of u to the sub-c-algebra Z of 7. Such abuse of notation will occur
often in this proof.) Let us define a relation < on .7 by defining (%1, p1) < (%2,p2)
to mean that #; C %, and p; is the restriction of p, to £~ (X, %, ). Then < isa
partial order on .7 .

We’ll check that 7 is nonempty and that each chain in .7 has an upper bound in
7, and so Zorn’s lemma will provide a maximal element (%',p’) of 7. Then %'
must be equal to &7 (and the proof will be complete), since otherwise Lemma F.3
would provide an extension of p’ to (X, %", 1) for some still larger sub-o-
algebra Z" of o/, and (%', p’) would not be maximal.

We turn to the details. First let us check that .7 is nonempty. Let %, be the
collection of p-null sets in 7, together with their complements. Then % is a
o-algebra, £~ (X, %, L) consists of the bounded measurable functions that are
almost everywhere constant, and the operator that assigns to each such function f
the constant function that is almost everywhere equal to f is a lifting.

Next suppose that ¢’ is a chain in 7; we will produce an upper bound for . Let
us consider two cases.

In the first case there is an increasing sequence {(B,,p,)}_, in € that is cofinal,
in the sense that for every (%,p) in € there is an n such that (%,p) < (B, pn)-
Let us construct an upper bound (%, p-) of €. We’ll use conditional expectations
and the martingale convergence theorem (see Sect. 10.4) to do so. Define %.. by
PBo = 0(U,By). Choose a linear functional A on ¢~ as given by Lemma F.1,
and note that for each x in X the sequence {p,(E(f|%,))(x)} belongs to £ (of
course, E(f|%,) is only determined up to a null set, but then p,, as a lifting,
gives the same result whatever version of E(f|%,) is used). Thus we can define
an operator L on £*(X, B, t) by L(f)(x) = A({pn(E(f| %)) (x)}). Tt follows
from Proposition 10.4.12 that if f € (X, P, 1), then the sequence {E (f|%,)}
converges almost everywhere to f. Hence {p,(E(f]|%,))} also converges almost
everywhere to f and so L(f) = f a.e. In particular, since u is complete, L(f) is
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We need to construct such a lifting p;; we’ll do that by choosing a set E; in such a
way that

p1(foxe, + fixes) = p(fo)xe, +p (1) xes (D

defines a lifting p; that is an extension of p.
Suppose that we produce a set E in 6(2/ U{Ep}) such that

(@) xe, = X, ae.,
(b) if functions f and f in £(X, %, H) agree almost everywhere on Ey, then
p(f) and p(f’) agree everywhere on E, (that is, if (f — f’)xg, = 0 a.e., then

(p(f) = p(f)xe, = 0), and
(c) if functions f and f’ in £~ (X, %, ) agree almost everywhere on Ef, then
p(f) and p(f’) agree everywhere on Ef.

Then it follows that

if fOXEo +fle(‘J' = f(;)CEO ""f{%E(‘J a.e., then
p(fo)xe +p(f)xes = p(fo) e + P (f1) 2

and
Joxey + fixes = p(fo)xe, +p(f1)xes ae.

This implies that Eq. (1) gives a well-defined function p; that is an extension of
p and satisfies the first two conditions in the definition of a lifting. The remaining
conditions (that p; is linear and multiplicative and that it satisfies p;(1) = 1) are
easy to check.

We turn to the construction of the set Ej. Choose a sequence {C,} of sets that
belong to o), satisfy y¢, < Xk, a.e. for each n, and are such that

sup(Cy,) =sup{u(C) : C € o and yc < xg, a.e.};

then define a set F; by F; = U,C,. Then F; has maximal measure among the sets in
</ that are included (except perhaps for a null set) in Ey, and each <«7-measurable
set that is included (up to a null set) in Ej is also included (up to a null set) in Fj.
A similar construction produces an analogous set F; that is included (up to a null
set) in Ej. Now let G; = p(F1) and G, = p(F3).

Claim. The sets G| and G satisfy
GiNG, =g, 2)

w(Gy —Ep) =0 (thatis, G; C Ey to within a null set), and 3)
U(G, —E5) =0 (thatis, G, C E to within a null set). 4)
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For (2), note that yr, xr, = 0 a.e., which implies that x¢, x6, = p (Xr, XF,) = 0.
Relation (3) follows from the fact that yg, = xr, a.e. and x5, < xg, a.e., and (4) has
a similar proof.

Now define E| by E; = (EgUG;)N G5. Then condition (a) above follows from
(2)—~(4). We turn to condition (b). Suppose that f and f’ belong to Z~(X, o, 1)
and agree almost everywhere on Ey. We need to show that p(f) = p(f’) on Ej. Let
D={xeX:f(x) # f'(x)}. Then xp < xr, a.e., and so p(xn) < p(xr) = XG,-
Since D was defined so that (f — f")xpe = 0, we have (p(f) —p(f"))p(xpc) = 0.
It follows that (p(f) — p(f'))xc; =0, and so p(f) and p(f’) agree everywhere
outside G, and hence on E;. This completes the proof of (b). The proof of (c) is
similar, and with that the lemma is proved. O

F4. (Lemma) Suppose that (X, </, L) is a complete probability space and that Ly
is a linear lifting of £~ (X, </, ). Then there is a lifting p of £~ (X, o/, L) such
that

XiLo(ua)=1} < P(Xa) < X{Lo(xa)>0} )
holds for each A in <.

The significance of (5) will become clear when we use Lemma F.4 to prove
Theorem E.5.

Proof. Let S be the Cartesian product £ (X, o/, ) x X. We will identify linear
liftings of £ (X, <7, ) with functions from S to R, that is, we will identify a linear
lifting L of £ (X, o7, 1) with the function L' : § — R defined by L'(f,x) = L(f)(x).
Thus we will view linear liftings as members of the product space RS. The plan for
the current proof is to define a certain subset C of RS, to show that C is nonempty,
compact, and convex, and then to show that the extreme points of C (which exist,
according to Lemma F.2) are liftings that satisfy (5). That will complete the proof
of the lemma.

Let us look at how the conditions defining liftings and linear liftings translate
into conditions on elements of RS. For example, the condition that L satisfies
L(af +bg) = aL(f) + bL(g) for all a, b, f, and g becomes the condition that the
corresponding function L’ satisfies

L'(af +bg,x) = al'(f,x)+bL'(g,x) for all a, b, f, g, and x. (6)

Note also that, since all the coordinate projections L' + L'(f,x) of RS are
continuous, those elements of RS that satisfy (6) form a closed subset of RS.

We now define the set C to be the collection of all L’ in RS that satisfy the
translations into conditions on L’ of conditions (a), (c), (e), and (f) in the definition
of a linear lifting, plus the translation of the relation

Xizo(u)=1y = L(xa) < X(ro() >0 ™



F Liftings 411

which is to hold for all A in «. It is easy to check that C is closed and convex.
Furthermore, conditions (c), (e), and (f) imply that

IL'(f,x0)] <[ fll ®)

holds for all L' in C and all f and x; hence we can use Tychonoff’s theorem to
conclude that C is compact. Finally, the function in RS that corresponds to Lg
belongs to C, and so C is nonempty.

It now follows from Lemma F.2 that C has at least one extreme point, say L|.
Let us reverse our translation from linear liftings to elements of RS, and let L; be
the function from .= (X, .o/, i) to functions* on X that corresponds to the extreme
point L. We need to show that L; (f) is measurable and bounded, that f = L (f)
a.e., and that L; (fg) = L1 (f)L; (g); the other conditions that L; must satisfy to be a
lifting come from the conditions we placed on C.

It follows from (8) that L;(f) is bounded, and in fact that ||L;(f)]le < || f]]c-
We turn to the measurability of L;(f) and the requirement that f = L;(f) a.e. If
we use (7), plus the fact that f = Ly(f) a.e. (recall that Ly is a linear lifting),
we find that each f of the form ), satisfies f = L;(f) a.e. Since u is complete,
the measurability of L, (f) follows for such f. The measurability of L;(f) and the
almost everywhere validity of f = L;(f) now follow first for simple <7 -measurable
functions and then for arbitrary «/-measurable functions (approximate an arbitrary
function with simple functions, and use (8)).

We still need to show that L; is multiplicative,’ in the sense that L(fg) =
L (f)L1(g) holds for all f and g. It is easy to see that we only need to check the
identity Li(fg) = L1(f)L;(g) in the case where 0 < g < 1 (use the linearity of L;
and the fact that L; (1) = 1). So assume that g belongs to .2 (X, <7, it) and satisfies
0 < g < 1, and define functions Ly ,L;_: =X, o/, u) — L=(X, <, 1u) by

Li(f) = Li(f)+ (Li(fg) —L1(f)Li(g)) and

It is easy to check that L;; and L;_ are linear liftings. We want to verify that
they correspond to members of C, and for this we need to check that they satisfy
(7). The keys to this will be the fact that L; = JLi4 + 1L;_, together with the
fact that if A € o/, then (since L, and L;_ are linear liftings) the values of the
functions L (y4) and L, _()4) belong to the interval [0,1]. Since L; corresponds
to an element of C, it satisfies (7); thus if Ly(ys)(x) = 1, then we can conclude
that L (x4)(x) = 1 (use (7)) and then that L (ya)(x) = Li—(xa)(x) = 1 (use
the fact that L; = %LH + %Ll,, plus the fact that the values of L;i(x4) and

4We cannot yet say “from £ (X, o7, 1) to £=(X, o7, 1u),” because we still need to verify that the
functions x — L; (f,x) are measurable and bounded.

SHere is where we use the fact that L; corresponds to an extreme point in C.



